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ABSTRACT

The work seeks to evaluate the performance of four CNNs with respect to Fashion MNIST data

set. Fashion MNIST is a dataset of images consisting of 70000 28× 28 grayscale images, associated

with a label from 10 classes. In this report, the accuracy of four popular CNN models that are

LeNet-5, AlexNet, VGG-16 and ResNet for classifying MNIST-fashion data revealed that ResNet

was the best suited for the selected dataset. The training process has been coded with Tensorflow.

After the result accuracy improving, we could use the new model to the fashion company that can

help the fashion company more accurately classify clothing. Moreover you could build your own

closet online for your fashion.
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CHAPTER 1. INTRODUCTION

Convolutional neural networks (CNN) are the most current progress in the image retrieval and

classification domain. Research data that is entrenched and processed in industrial and commer-

cial applications can be brought into productive use with CNN which is a form of a Deep Neural

Network (DNN) [4]. It is applied to image processing tasks, human action recognition and fashion

image classification [5] [6].

The aim of this work is to analyze a few different models of CNN namely, the LeNet-5, AlexNet-

11, VGG-16 and ResNet-20. Analysis is carried out with a fashion dataset from the Kaggle website.

A training process for the distance function is coded with TensorFlow. The results of each of the

four CNN models are then analyzed and evaluated to identify the best out of the four models. The

model that performs well is recommended to the fashion industry for their use in classification, and

also for those third-party vendors and consumers who are interested in creating their own fashion

closets with online data [7].
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CHAPTER 2. BACKGROUND

CNN are specialized neural networks responsible for the processing of data with an input shape

resembling a 2D matrix like image. They are made use of in image detection or pattern detection

and image classification. Images or pictures are basically pixels in a matrix shape, and the trained

distance function of the CNN is useful for identifying the image, and/or for classifying the image as

per pre-annotated categories [8]. The CNN is a convoluted neural network, where convolution is

basically a mathematic operation with input I and argument, and a kernel K producing an output

useful for understanding how shapes are modified. "A convolution is a weighted sum of the pixel

values of the image, as the window slides across the whole image. Turns out, this convolution process

throughout an image with a weight matrix produces another image (of the same size, depending

on the convention). Convolving is the process of applying a convolution" [9]. A feature map is

drawn with the convolution function. If there is an image x in a given image with pixels in the 2D

format, then the array is set out in different color channels of the RGB. A feature detector (also

called the kernel) as represented by ‘w’ will output the feature map. From the function below, s[t]

means feature map, x means input and w means kernel.

s[t] = (x× w)[t] =
α=∞∑
α=−∞

x[α]w[α+ t] (2.1)

Similarity of signals is computed as part of convolution and this is how image identification and

categorization are done. In any CNN, there are usually multiple convolution layers, meaning many

alternate convolutions are generated. A weight matrix used for the calculation will therefore be a

tensor in the form of 5× 5× n, here ‘n’ refers to the number of convolutions in the CNN.

Schindler [10] present how CNN is used for fashion image classification. Researchers work with

the photographs of cloths, and their aim is to categorize the photographs into pre-annotated cate-
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gories, such as categories for skirts, jeans, sports shoes, etc. CNN is made use of for the classification.

Some existing online e-commerce companies already make use of such classification. Companies like

Asos-EU 1, Farfetch 2 or Zalando 3 present consumers access to the data of their products, including

the metadata and the image data. Data provided however varies in terms of the quality of the data,

the granularity which could become a challenge in the classification, and also the taxonomy.

Some of the fashion image domain specific challenges that have been observed in research works

on mage processing with DNN are that of the varying styles, the textures, the shapes and colors

[9]. Usually, an image quality is probably the biggest challenges. When the image quality is high

and is professional produced, and then the classification is aided. However, not all images in the

fashion domain databases are high resolution images. Usually, when analyzing for these different

photographs and assignment of categories, there are two general ways that quality is understood.

One way is the arrangement of products before a white background. This displays the product

clearly, and only the product. However, as understood in the fashion domain, there is another form

of presentation as well, where a person wears the product. The second form of image is that of a

person or a part of the person (such as the leg of the person with a pant suit, or the wrist of a

person with a watch, etc.). Semantic noise is introduced in the second category of pictures. The

first category has reduced semantic noise. The second category suffers here because the person

is wearing multiple items and hence categorization to a label becomes a challenge. Many of the

existing studies report that there are concerns with how they define and extract content from one

that produces a high semantic noise [11] [12]. Clothing items presented in images introduce high

variability to the data set compared to general other data sets. There is also a high amount of

deform-ability attached to this data set. Both these aspects introduce challenges for extraction

and identification. CNN is a pre-trained neural network, and hence the distance function has to

be well trained in order to assess similarities between the fashion images. The issues of semantic

noise are thus handled much better when using CNN. In applied fashion research, researchers have

worked on evaluating CNN for their classification accuracies for differentiating not just products
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based on categories, but also aspects like 1) differentiating persons from products, 2) gender. For

instance, for classifying persons from product images, a custom VGG CNN form has been used

with stacked convolution layers and predictions with 91.07 percent of accuracy were gathered. In

the case of category classification, options for researchers are to either train from scratch or to fine

tune. In the case of gender prediction with fashion image data, product classification once again

was dependent on pre-training, but it was possible to fine tune and obtain a performing value of

around 88 percent. Most of the work with CNN architectures does support the notion that even if

there are large amounts of high-quality fashion images, the amount of pretraining and fine tuning

that was done to prepare the distance function was what helped in performance. The quality of the

image itself was not just a singular deciding factor for performance [13] [14].

The form of data augmentation used will also affect the categorization and identification aspects.

"Data augmentation is often used in order to improve generalization properties. Typically, random

cropping of rescaled images together with random horizontal flipping and random RGB color and

brightness shifts are used. Different schemes exist for rescaling and cropping the images (i.e. single

scale vs. multi scale training). Multi-crop evaluation during test time is also often used, although

computationally more expensive and with limited performance improvement" [?]. The aim of

random rescaling or cropping is necessary to understand the features of the objects at different

scales. However, when using Keras, it is noted that these aspects of data augmentation is not

available as such, meaning the user has to develop the right data augmentation technique and

implement it when training the data. Preprocessing functions like that of ‘Image Data Generator’

function is helpful for conducting data augmentation. In most applications of the CNN model on

the Fashion MNIST data set, it is observed that the users divide the data set. The users divide the

data set into training image data set and validation image data set. If the total image data set is

60000 images, then for training images around 48000 images are allocated. This is about 80 percent

of the total images. The rest of the 20 percent which is 12000 images are allocated for validation.

This form of division reportedly helps to understand the accuracy of the model, and whether data
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is being over-fit. Lowering of the learning rate, and training for more epochs could be necessary if

the validation accuracy is low [15].
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CHAPTER 3. MODEL EXPLORATION

Data for the analysis of the CNN’s was downloaded from the Kaggle website. The Kaggle is

an open source online community that was developed and owned by Google. Users can download

datasets for work with CNN, and users can also publish their own datasets as well. The Fashion

MNIST dataset is more challenging than the existing MNIST datasets on the site, and the dataset

basically includes as many as 60,000 training examples, 10,000 testing examples, and 10 classes.

There is 28× 28 gray scale, single channel images. It is a data set from Zalando originally and each

of the gray scale images has the 10 classes.

3.1 Kaggle Data

All images of the Fashion MNIST basically are of 28× 28 matrix, with 28 pixels in their height

and 28 pixels in their width. The total is 784 pixels in the matrix. Each of the pixel in the matrix

has an assigned value and this value is dependent on the lightness or the darkness of the pixel. The

value is drawn from an integer data set with limits 0-255. A low value within this integer assignment

for instance will be lighter, compared to a higher value from the set. The training data set, and

the testing data set will have around 785 columns. First column in both will have class labels, as

presented below (such as a sneaker, a dress or a coat etc.). Basically, the first column just represents

the clothing category. The rest of the columns will have the pixel values for the image based on

the lightness or darkness properties set with the 0-255 integer value. Pixels within the training and

testing data sets are classified under these values. When a pixel has to be identified on the image,

the pixel x is identified as i * 28 + j. Here i and j are integers anywhere between the numbers of 0

ad 27. Pixel is located on the row I, and the column j of the standard 28 × 28 matrix. Every row

is a separate image, every column is a class label, and every value of the pixel is indicative of the

darkness level of the pixel. The fashion class labels or categories that are identified for the data set



7

are in the following. These are the only images used, and therefore the CNNs tested and trained

with these data sets won’t be directly transferable to real time fashion data sets out in the fashion

market.

Label Classification

0 T-shirt

1 Trouser

2 Pullover

3 Dress

4 Coat

5 Sandal

6 Shirt

7 Sneaker

8 Bag

9 Ankle Boots

3.2 Data Preparation

The below are the steps for data preparation that was used in this work:

1. First the necessary libraries are imported such as tensorflow, keros, numpy, matplotlib.pylot.

2. The second step is to load the fashion MNIST dataset. The fashion MNIST dataset is down-

loaded from Kaggle. The dataset has the fashion images of clothing and other items.

3. From this dataset, training and evaluation datasets are then created. The dataset is down-

loaded from the keras dataset. Dataset contains fashion images of clothing items and acces-

sories. From the dataset, we create training and evaluation dataset to the each data and

label.

4. A target dictation connecting fashion images or the inputs with the target variables or the 10

classes is now coded. This corresponds to the existing data definition, and a typical assignment
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would be as follows. target dict = 0: ‘T-shirt/top’, 1: ‘Trouser’, 2: ‘Pullover’, 3: ‘Dress’, 4:

‘Coat’, 5: ‘Sandal’, 6: ‘Shirt’, 7: ‘Sneaker’, 8: ‘Bag’, 9: ‘Ankle boot’

5. The data set is then analyzed to check the training and the evaluation images. This is done

using the print command for training and evaluation. The answer for the two print commands

were (6000, 28, 28) and (10000, 28, 28).

6. This corresponds to the 60,000 images in the downloaded data set and the evaluation data set

with the 10,000 images.

7. The data set was finally normalized. Normalization is necessary to ensure that all the data

are on the same scale and this usually improves the performance. For the Fashion MNIST

data set, the normalization for training dataset and the evaluation data set would be handled

as mapping [0,255] to the [0,1] that will increase the training speed.

3.3 Training Data

Training with Keras is carried out by first initializing the environment and setting up the needed

imports. The number of epochs to train for, and the base learning rate and base size are initialized

as part of data preparation. In training, the hyperparameters are set in the end lines. The hyper

parameter values are the learning rate, the batch size and the epochs of training [16].

For instance, in the VGG 16, after the Fashion MNIST data set is loaded, the training will

carry out the generation of a history plot and montage visualization for the user to view the results

of training. The resulting model can be evaluated with the data being output and classification

reports can also be drawn at this point [17].
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3.4 Four Models for Training and Testing (Results and Analysis)

3.4.1 LeNet-5

The LeNet-5 originally was used for the classification of digits and for identifying hand written

numbers in checks that were digitized in a 32*32-pixel input image. More convolutional layers

contributed to the use of the LeNet-5 for high resolution images. The architecture of the LeNet-5

convolutional neural network is shown below [1]. The LeNet-5 is one with five convolutional layers

with different planes. The planes are basically feature maps and show the set of units with weights

that are identified as being similar.

Figure 3.1: LeNet [1]

With five convolutional layers, the first layer has 6 filters for learning. Filters have to be

stepped across in order to update values. Kernel values are calculated and are then fed forward

for calculating the loss and then the update is once again executed by means of backpropagation.

Different convolution filter can be used for the layers and hence different sizes are possible.

3.4.2 AlexNet-11

AlexNet was a much larger CNN compared to others like VGG in its time [18] and was used

initially in computer vision tasks. There were 60 million parameters in AlexNet. It has 650,000

neurons and yet in current times, is supported by much faster GPUs compared to the GTX 580

3GB GPUs in the past.
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Figure 3.2: AlexNet [2]

It has 5 convolutional layers and has 3 fully connected layers. Kernels are multiple convoluted

and have the capability to extract features from single images [19] [20]. As many as 96 kernels

are present in the first convoluted layer and the kernels are of size 11*11*3. The width and the

height of the kernels match and are set at size 11. The depth will equal the number of channels used

[21]. There are max pooling layers in AlexNet, with the fifth convolutional layer followed by the

max-pooling layer whose output is presented in the connected series of layers. A soft-max classifier

is used here.

3.4.3 VGG-16

VGG Net was developed by Simonyan and Zisserman. The VGG Net or VGG-16 as it is

called has around 16 convolutional layers. It has a very uniform architecture, and this is one of its

advantageous aspects. The VGG Net shares similarities with AlexNet. Similar to AlexNet, the VGG

also has only 3x3 convolutions. However, it is different from the AlexNet because of the numbers of

filters used. Compared to the AlexnNet, VGG makes use of lots of filters. The training for this CNN

happens for a time period of 2-3 weeks. Four GPUS are used for the training. In the contemporary

situations of performance and CNNs, this appears to be a preferred choice because of its uniform

architecture, and the filters it uses that makes it ideal for complex mage extraction or classification.

In fact, the weight configuration of the VGG-16 is available publicly. Many applications make use

of the weights as a baseline for developing their feature extraction. While these are some of the
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positive aspects of the VGG Net that makes it simpler and advantageous for use, some aspects like

its parameters introduces a complexity. VGG Net as around 138 million parameters, and this could

become complex and challenging for some users.

Figure 3.3: VGG [3]

3.4.4 ResNet-20

The residual neutral network was introduced with an architecture that was novel compared to

the other existing CNN architectures. It has what is called the skip connections or gated units (or

gated recurrent units). One of its main features is its batch normalization. Because of this feature,

the ResNet-20 is able to train neural networks with as many as 152 layers [22] [23]. These many

layers could introduce a very high level of complexity in other CNNs, but this is not the case with

ResNet. With very low complexity and with an error rate at 3.57 percent on datasets, this CNN

offers top performance.

3.5 Comparing Results of Four Models

The results for each of the CNN are compared and analyzed in this section.For Alex Net, the

input and the training and prediction data set are as follows. It can be observed that there are

issues in prediction for sneakers, for ankle boots and for pullover etc. Some of the images for Shirt

are categorized correctly, but many other images were wrongly identified and categorized as shirts

in AlexNet. The code for AlexNet includes the definition for depth, the numbers of classes, width

and height. The model is first initialized and the convolutional layers, and max pooling layers size

and strides are defined by using the kernel initializer function and the model adds function.
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(a) (b)

Figure 3.4: AlexNet testing results.

For LeNet the image set used as input for training and prediction is the same as for AlexNet, and

the results are as follows. LeNet also suffers same performance concerns like AlexNet and appears to

be more accurate only with the Shirt image classification, compared to others. Similar to AlexNet,

for the LeNet as well, the initialization, convolutional layer activation and the maxpooling are

specified. Batch normalization functions are run, too. The same is repeated for VGG as well,

except here the number of convolutional layers is higher.

(a) (b)

Figure 3.5: LeNet testing results.
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As the AlexNet and LeNet, the image categorization output for VGG and ResNet are respectively

presented below.

(a) (b)

Figure 3.6: VGG testing results.

(a) (b)

Figure 3.7: ResNet testing results.

Now although in image categorization it does appear like AlexNet and LeNet have done better,

the entire performance as understood from the accuracy curves and confusion matrix present ResNet

as showing better performance. For each of the CNNs, the Keras and deep learning fashion MNIST
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training plot helps reveal the accuracy/loss curves. The below are the accuracy loss curves generated

for the CNNs.

Figure 3.8: LeNet Validation plot

The below are the confusion matrix for the four CNNs. The plot confusion matrix is basically

the technique for evaluating the performance of the classification algorithm. Using classification

accuracy as identified alone can be misleading, especially in those instances where there is an unequal

number of observations in each class. The confusion matrix is better in this case. Additionally, when

more than two classes are used in the data set, such as in this examination, it is better to make use

of the confusion matrix. Classification accuracy has also been presented as hiding those details that

are needed for better improving the performance of the classification model. For instance, in data

with more than 2 classes, even when one gets a classification accuracy of 80 percent, then it would

still be difficult to determine if the classes are predicted well or if one or two classes are neglected

by the model/algorithm. Similarly, in situations when the data being used has classes in an odd

number, then even if an accuracy of 90 percent is achieved then this might not be a good score

because the 90 records for every 100 could actually belong to one class, meaning the score pertains

to predictions from the most common class. Therefore, the calculation of the confusion matrix will
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show how the classification model works and what forms of errors are generated. It shows how the

classification model is confused in its predictions. The numbers of correct and incorrect predictions

are usually summarized with count values and are broken down by class.

Figure 3.9: LeNet Confusion Table

In the above matrices for AlexNet, LeNet, VGG and ResNet, the rows of the matrix correspond

to the predicted class, and the column in the matrix corresponds to an actual class. ResNet is

identified as giving the best performance compared to the other models. Confusion matrix indicates

a true prediction above 800 for most of its predictions. ResNet code for the work includes the

definition for convolutional layer initializations, setting of kernel size, strides and the running of

the batch normalization function. The accuracy plotting also shows that ResNet CNN is accurate

in the range of 92% to 93% better than the other models. VGG is at the rate of 91% and 92%.

AlexNet is 89% to 91% and LeNet is 85% to 88%. As the epoch value is increased in the training for

AlexNet, it is observed that the validation accuracy also improves. There are some dips in accuracy

but there is also a constantly steady increase. Similarly, in the case of LeNet, as epoch is increased,

the validation accuracy increases. The same trend is noticed in the case of VGG and ResNet, but
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in ResNet the validation accuracy rates are high. In the case of ResNet, at epoch value reaching

30, there appears to be a dip in validation accuracy rates; however, the relative performance is still

good compared to the rest.

In ResNet, usually, it is assumed that adding more layers would result in complex function and

this in fact could cause a failure in performance because overfitting issue could arise [22] [23].

However, in actual conditions, the error was observed because of other issues. More training errors

could result in a 56 layer or more convoluted layer network. ResNet works with as many as 152

layers, and therefore it was natural to have a concern on whether the error of over-fitting influences

performance. However, the plots showed no issues in performance, and the ResNet with the high

number of layers did exhibit better performance. This can be explained in the words of one of the

users of ResNet, "the failure of the 56-layer CNN could be blamed on the optimization function,

initialization of the network, or the famous vanishing/exploding gradient problem. Vanishing gradi-

ents are especially easy to blame for this; however, it is argued that the use of Batch Normalization

ensures that the gradients have healthy norms. Amongst the many theories explaining why Deeper

Networks fail to perform better than their Shallow counterparts, it is sometimes better to look for

empirical results for explanation and work backwards from there" [24].

For almost all the models, a better accuracy is obtained in the testing set if the training epoch is

set higher. A more than 90 percent accuracy can be observed for at least three models of the four,

but there are some struggles seen in classification in some of the models. The plots for the models

show that there is little over-fitting, and data augmentation could lead to more accuracy as well. It

was presented in the research background section that despite the CNN architecture that was used,

and the amount and quality of the provided fashion images, it is the pre-training and the fine tuning

of the models that lead to better performance [25]. Analyzing models on a scale of two million or

more images, and with more deep training could reveal much better insights on the CNN architec-

ture that will be better suited for image identification and categorization. Some CNN architectures
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are more constrained than others. For instance, the LeNet-5 architecture has the ability to process

high resolution images, and is better only with higher resolution images, and this is a limitation in

itself. The availability of the computing resources will challenge the use of LeNet-5. Not all fashion

industry users or customers who want to build their own fashion set might be able to afford the

computing resources especially if their data set is going to be bigger. In such cases, either of the

other models would also offer better use. The ResNet however is the one with more promising ac-

curacy with respect to the Fashion dataset and hence is recommended for use in the fashion domain.

There are however some limitations and considerations that has to be understood by a user

when they use the models and MNIST data. For instance, the model and the data set that has

been trained with for this work will not be applicable to other images that fall outside the Fashion

MNIST data set. It is necessary to consider training based on the data set. The images that are

used for this current evaluation of CNN models furthermore relies on certain aspects of the images,

such as the color of the background and the foreground. The pixel color and number assignment,

the resizing of matrix to 28× 28 pixels for instance, are not how images exist in the real world. In

the context of real-world fashion and for clothing images, the data set itself must be preprocessed

and prepared in order to use them similar to the Fashion MNIST dataset. Even if the data set is

processed to meet the requirements like the current set, the model still cannot be transferable to the

real-world image without the needed training. As observed from the evaluation, the ResNet offers

better accuracy, so the ResNet can be chosen and then it can be trained with real world images.

Different classifications and multi output networks may need to be used based on the real-world

situation. Only when such extra work is done, can the results of the work be replicated on newer

data sets. Even then, there might not be guaranteed that the same level of validation accuracy

would be achieved [25]. Epoch levels adjustments might be needed, and further observation and

tuning could help develop a CNN that presents better validation accuracy for the new data sets.

These however are not within the scope of this work, and the work has merely attempted to evaluate

how four different CNNs perform in image classification with the Fashion MNIST.
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3.6 Insights From Hierarchies

Convolutional layer size can be optimized. Kernel size can have a significant effect on the

computational efficiency and can even affect over-fitting. This has been proved in research works

too and was identified as a significant factor affecting computation in this work. For instance,

in 2012 when AlexNet was introduced, it had a convolution size of 11*11, later GoogleNet had a

convolutional layer of around 7*7 with a kernel at 5*5. It was identified that the kernel size affected

the number of parameters. In fact, the parameters exhibit a quadratic growth with respect to kernel

size. As the kernel size grows and the parameters or factors grow, then the convolutional kernels

are no longer cost efficient. A number of channels are needed at this point. The number of channels

is defined by n = k2× c− in× c− out. It is recommended that the kernel size be maintained as 3*3

or 5*5. The first convolutional layer size is usually kept larger than the other and convolutions are

often stacked vertically as a best practice. The following shows how the CNNs fare across stages.

AlexNet first stage validation accuracy is presented below.

(a) (b)

Figure 3.10: AlexNet first stage validation plot and confusion table.

AlexNet second stage shoe validation accuracy is presented below along with the corresponding

confusion matrix with predicted and true states. It can be seen that the validation accuracy dips



19

slightly below 97% to 96% for shoe analysis. For top analysis, the validation accuracy reaches a

higher value, compared to even the first stage at 81.45%.

(a) (b)

Figure 3.11: AlexNet-Shoes Second Stage Result

(a) (b)

Figure 3.12: AlexNet Tops Second Stage Result
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Data for LeNet first stage, shoe and top analysis is respectively presented below. The accuracy

of first stage is 95.53%, the accuracy of shoes is 93.93%, and the accuracy of Tops is 74.75%. From

the result, the accuracy of tops is too low because the purpose of accuracy is 95.00%.

(a) (b)

Figure 3.13: LeNet-First Stage Result

(a) (b)

Figure 3.14: LeNet-Shoes Second Stage Result
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(a) (b)

Figure 3.15: LeNet-Tops Second Stage Result

Data for VGG first stage, shoe and top analysis is respectively presented below. The accuracy

of first stage is 97.79%, the accuracy of shoes is 97.00%, and the accuracy of Tops is 85.42%. The

accuracy of first stage and shoes stage are almost higher than 95.00%. The problem of accuracy is

happened in the Tops stage.

(a) (b)

Figure 3.16: VGG-First Stage Result
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(a) (b)

Figure 3.17: VGG-Shoes Second Stage Result

(a) (b)

Figure 3.18: VGG-Tops Second Stage Result
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Data for ResNet first stage, shoe and top analysis is respectively presented below. The accuracy

of first stage is 98.05%, the accuracy of shoes is 97.47%, and the accuracy of Tops is 85.50%. The

accuracy of tops stage is not arrive the 95.00% but it is highest than others.

(a) (b)

Figure 3.19: ResNet-First Stage Result

(a) (b)

Figure 3.20: ResNet-Shoes Second Stage Result
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(a) (b)

Figure 3.21: ResNet-Tops Second Stage Result

All in all, the first stage and second stage for ResNet offers more validation accuracy compared

to stage 3. It is the same for VGG. All in all, the best two-stage model is ResNet, so the best model

will use to analyze in the Real Data.
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Figure 3.22: Final Two Stage Model Confusion Table
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CHAPTER 4. MODEL APPLICATION

With the Kaggle data, the results of comparison now indicate that the ResNet model fares better

than the rest of the models. Now in this chapter on testing the best model with real data, the two

stage ResNet is used. Test data is set at 100, and the real data is loaded from the site imagenet.com.

In order to make the data frame consistent, it has been re-sized to 224× 224.

4.1 Data Preparation

Data preparation is the first step, and it involved data loading. Similar to the data loading

operation used in the comparative analysis of the four CNNs, the operations called out are as fol-

lows. Firstly, the files, image size, classes, images per file and the data path are set out. The

number of files initialized, the number of files is set as 3. The image size is set as 224. The

number of classes is 3. The image of per file is 1000, and the number of images is calculated as

the number of files multiplied by the images per file, which is the number of files * the image of

per file. The data path is set as part of data preparation. In the loading of data, the images and

the labels for the images are both loaded as the training data set. A random shuffle function is run.

Data normalization is part of the data preparation process. In the case of modern convolutional

neural networks like ResNet, the batch normalization process is conducted as follows. The use of

batch normalization leads to the speeding up of the training process, and furthermore, it improves

the conditioning of the problem [26] [27]. It is in the general improvement of the conditioning of

the problem that back propagation of the gradients is eased up. Total number of iterations used

in the purpose of convergence is thus reduced overall. Program complexity will be reduced, and

issues like time intensiveness because of a larger data set are reduced. Now, BN by itself is not

that computationally intensive and the per iteration time is reduced. This is attributed to the
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limited memory bandwidth of batch normalization. Two passes are computed with the input data.

The first pass will basically compute the statistics of the batch being read. The second pass is the

normalization of the output of the layer. In research works, it has been identified that the use of BN

will reduce the training time to around 1/4 of the total training time of the ResNet-50 network [22]

[23]. It has been of much use in the ImageNet classification because of how it reduces the training

time. Now that convolutions are going to be optimized more, the use of BN will help reduce the run

time even more. The data set was finally normalized. Normalization is necessary to ensure that all

the data are on the same scale and this usually improves the performance. For the Fashion MNIST

data set, the normalization for training data-set and the evaluation data set would be handled as

below.

train_data = train_data /np . f l o a t 3 2 (255)

t r a i n_ l abe l s = t r a i n_ l abe l s . astype (np . in t32 )

eval_data = eval_data/np . f l o a t 3 2 (255)

eva l_ labe l s= eva l_ labe l s . astype (np . in t32 )

4.2 Training Data

In the training process, training data has to be loaded. The images set is initialized with numbers

of images, image size, number of channels, and the labels set is initialized with number of images,

type integer. Objects or images included in the training process are shirt, coat, pullover, trouser,

sandal, boot and bag. The ‘load training-data’ is the function to be called when the CNN is trained

[28] [16].

4.3 Best Model for Training and Testing (Results and Analysis)

The first step in testing is the initialization for Epochs, and the labels for the original run, the

first stage, the test run for labels top, and labels shoe. Epochs value is set as 10, and the labels

assigned for the images for all, are as follows, 0: “Shirt”, 1:“Trouse”, 2: “Pullover”, 3: “Coat”, 4:
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“Sandal”, 5: “Bag”, 6: “Boot”. For first stage, it is 0: “Top”, 1: “Trouser”, 3: “Shoe”, 4: “Bag”. For

stage with just the label-top, the assignment is, 0: “Shirt”, 1: “Pullover”, 2: “Coat”. For the label

shoe, the assignment is 0: “Sandal”, 1: “Boot”. A series of functions are run for training data, using

training labels, preparing the MNIST data for the first stage, preparing the data for second stage

and so on. Initialization for the functions are the number of classes of first stage equal to 4, and

the number of classes of second stage equal to 3 for top, and the number of classes of second stage

equal to 2 for shoes, and the number of channels equal to the MNIST data, the number of classes

equal to 7.

4.4 Modified Model for Each Stage

From the resultant data and analysis, it was necessary to consider whether the model had to be

changed, such as whether the layer size had to be changed because of over-fitting issues. Now, the

kernel size in the layer is what connects the input with output [29] [30]. A kernel size for the layer

as defined in the above chapter is defined by size = n-inputs * n-outputs. A bias term is associated

with the output as bis size = n-outputs. Now this term is much smaller than the kernel size and

hence is not tracked. Now for the convolutional layer, as processing was conducted through the

stages, a fully connected layer with pooling layers was first implemented, with the pixels as input

and the channels as depth. With a sample of a squared convolutional layer with size k in theory,

similar to what has been used in the current code, it could be said that the kernel size is k2× c2 and

for a fully connected layer, the size is defined for the same and output as (l2 × c)2with kernel size

ratio defined as l4/k2. Operating with these image data and size preferences, it could be said that

for small images in the range of 32x32(MNIST, CIFAR 10), the kernel size will already be huge,

and it is in the range of 11x11. The factor here is 8,600. However, the 32x32 image is not a much

realistic one. The more realistic one is the 224x224 image (ImageNet). The kernel size here is more

appropriate at 3x3 and for this kernel size, the factor is 270,000,000. Computing ratio for both is

considered with l2 output pixels and computing ratio at l2/k2. The yield for the big image is there-

fore better at 5,500. Therefore, in research and in the current codes that was used in this work, one
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could identify how the size of the convolutional layer had an effect on the number of weights that

were used. It had the potential to drastically reduce the number of weights used in the network.

It was inferred that the number of weights is dependent on kernel size therein and not as much on

the input size. In the case of image processing, when the impact of number of weights on the kernel

size is given more importance than the input size, then memory usage is reduced, and computations

are improved generally. Now in the ResNet that was coded for and trained, it was identified that

there were no issues of over-fitting and the current kernel size is considered as optimal for reducing

memory usages and improving computations. Over-fitting is usually the drawback from having a

large number of parameters. This means that when a machine learning algorithm learns a lot from

the training data, then it loses the ability to generalize [22] [31]. This introduces the situation

where the algorithm does not fare well in testing and does not scale for complex data. If issues of

over-fitting are observed in CNN, a technique called dropout is used. Dropout is basically a form

of regularization.

Dropout is a regularization technique for neural network models proposed by Srivastava, et al.

in their 2014 paper ‘Dropout: A Simple Way to Prevent Neural Networks from over-fitting’ [32].

"Dropout is a technique where randomly selected neurons are ignored during training. They are

"dropped-out" randomly. This means that their contribution to the activation of downstream neu-

rons is temporally removed on the forward pass and any weight updates are not applied to the

neuron on the backward pass. As a neural network learns, neuron weights settle into their context

within the network. Weights of neurons are tuned for specific features providing some specialization.

Neighboring neurons become to rely on this specialization, which if taken too far can result in a

fragile model too specialized to the training data. This reliant on context for a neuron during train-

ing is referred to complex co-adaptations" [32]. Therefore in dropout, when neurons are dropped

out in the training process, then what happens is that other neurons tend to step in and they handle

the representations of the dropped out or the missing neurons. This activity of stepping in is needed

to make predictions for the missing neurons. This results in independent internal representations
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or new learning actions within the network. Instead of the machine learning everything from the

training data leading to over-fitting, the drop out aspect will lead to multiple independent internal

representations within the network keeping the training process alive. As a result of this action, the

network is now less attuned or sensitive to the weights of neurons or test data, and therefore, the

network becomes more capable in generalization. In the future, there are less likely changes for the

network to over-fit with training data.

In the case of the ResNet operation, test data used in 100, and real data size is contained and

optimized at 224*224. Therefore, there are no issues in size and over-fitting, and hence there is no

reason to change the convolutional layer size or model. There are, however, some best practices as

understood from existing works on CNN that could be applied in future work. For instance, in the

case of convolutional neural network layers, the deeper the network the better. The width of the

network is not of much importance compared to the depth. It is the wider networks that have one

too many weights to contend with and hence lead to issues of over-fit. Comparatively, the deeper

networks have features that make it more suitable for extraction and analysis. When all layers

are made lighter, then the memory usage and computational speed performance is enhanced. As

presented earlier, it is the kernel size that affects this.

4.4.1 Changing Pooling Layer For Each Stage

Any convolutional network will have a convolutional layer, a pooling layer and a fully connected

layer, and these stacks form the CNN network (as discussed in the model representation of the

earlier chapter). A pooling layer as introduced in ResNet architecture is a layer between successive

convolutional layers in the architecture. The function of the pooling layer is to work on reducing

spatial size of representation. There are always risks of over-fitting in the network and this is

controlled by the presence of the pooling layer. The pooling layer essentially reduces the parameters

and the computations within the network by operating independently on the depth slice of input

[22] [31]. The MAX operation is used from the pooling layer in order to conduct spatial re-sizing.
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Usually, a pooling layer filter is presented with size 2*2 and is applied with at least 2 down samples

along width and height. All the MAX operations of the pooling layer will have a maximum of 4

numbers and the depth dimension would remain unchanged. The plotting of the confusion matrix

is generated by the following steps of the code with the predicted values and true values for the

matrix.There are three confusion matrix generated for the one pooling layer, the two pooling layer

and the four pooling layer below. The accuracy of one pooling layer is 93.00%, the accuracy of Two

pooling layer is 93.14%, and the accuracy of four pooling layer is 92.28%.

(a) (b) (c)

Figure 4.1: Changing pooling layer result from one to four layers.

Form the each confusion plot, we find when adding two pooling layer in the stage one, the

accuracy will be highest. Therefore, we use two pooling layer model to the finally combine, and the

combined confusion matrix is presented below, with true values and predicted values. The combined

accuracy is 90.28%.
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Figure 4.2: Two pooling layer of two-stage confusion table
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CHAPTER 5. CONCLUSIONS

The aim of this work was to analyze different models of CNN to identify which of the CNN

presents better accuracy in classification and identification. The models selected for evaluation

are LeNet-5, AlexNet, VGG-16 and ResNet. Tensor flow has been used for creating the training

process for the distance function. The first part of the work was focused on a comparative analysis

of different CNNS for the same data set. Data set for the work was downloaded from the Kaggle

website, which is an open source website for CNN data sets. The Fashion MNIST data set was

downloaded, and CNN training and testing was carried out. Process steps like data preparation

are presented in the work. It is identified that ResNet by far presents the most validation accuracy

rate, as compared to LeNet-5, AlexNet, and VGG-16. In identifying the best CNN to use for this

data set, the research work also presented the limitations of this research. Newer data sets and

other real time fashion data sets will have to be trained before they can show similar results. Even

then there could be issues of data standardization and these concerns were discussed as well. Data

analysis with focus on the pooling layers, and a stage-based analysis was conducted as well. The

second part of the work was focused on testing the best model. As the comparative analysis showed

ResNet as being best model, the next part of the work was focused on testing the performance of

the new best model. This was done by preparing the data, training the ResNet, and then using

the trained model for testing. Discussion was focused on the modified models of each stage and

changing the pooling layer.
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